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Problem Definition:

➢ The task is dense captioning in 3D scans from commodity RGB-D 

sensors. As input, we assume a point cloud of a 3D scene; the 

expected output is the bounding boxes along with the descriptions 

for the underlying objects.

Qualitative Visualizations (Dense Captioning):

➢ Due to better features and detection proposals, SparseUnet 

generates accurate captions with correct classes.

.

➢ We observe that SparseUnet is able to incorporate global semantics 

better into the captions. 

Summary/Conclusion

➢ SparseUnet results in improvement of performance both for object 

detection and dense captioning.

➢ SparseUnet is better at capturing global semantics and object location.

➢ The performance boost from SparseUnet comes at a cost of training 

and inference speed.

Fig 1: Overview of Scan2Cap architecture (Chen et al CVPR 2021)

Our Contributions:

➢ We proposed to change the feature extraction backbone in 

Scan2Cap from PointNet++ to a SparseConv Unet. 

Fig 2: SparseUnet architecture for detection backbone in Scan2Cap

Experiments:

➢ We evaluate detection and captioning performance of Scan2Cap 

with different backbones: PointNet++ vs SparseUnet.

Table 1: Object detection.

Pointnet++ SparseUnet

Pointnet++ SparseUnet

Table 4: Comparison of time and memory requirements for both tasks.

Table 2: Dense captioning with IoU@0.25

Table 3: Dense captioning with IoU@0.5

Pointnet++ SparseUnet

Qualitative Visualizations (Detection):

➢ SparseUnet produces more accurate bounding boxes. 


